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Abstract— Despite the heavy industry emphasis on navigation 

and collision avoidance, autonomous vehicles, as many 

researchers have argued, should also be considered social robots. 

In this paper, we describe initial findings from research designed 

to gather data on human-vehicle interactions in a real, moving 

vehicle designed to simulate an actual autonomous vehicle. 

Qualitative analysis focusing on observation and user interview 

data suggests several promising areas for deeper investigation, 

including the embodiment of the in-vehicle agent and exploiting 

the structure of  the trip or related tasks to inform vehicle-

passenger dialogue. While we argue that AVs should include 

robust multimodal sensing of the interior, as well as the exterior 

of the vehicle to promote better vehicle-passenger interaction, we 

also explore potential risks. 

I. INTRODUCTION 

This paper represents a preliminary report on research in 

the area of human interaction with autonomous vehicles 

(AVs). AVs have received a tremendous level of research 

attention and investment over the past few years. While most 

of this focuses on autonomous navigation and collision 

avoidance [14][17] it is clear that AVs also represent a form 

of social robot. This is not just in terms of social, legal or 

ethical consequences of AVs actions [3] [6] but, more 

directly, because “autonomy” will require vehicles to 

achieve a high level of cooperation with humans to operate 

effectively [10] [5]. Thus, a variety of projects have begun to 

address the issue of how human passengers, pedestrians, 

cyclists or others might interact with autonomous vehicles 

[15] [16]. 

Our research builds on this body of work, focusing on 

passengers in particular, and how they might need or prefer 

to interact with an autonomous vehicle from inside the 

cabin. Our interest is shaped by a long history of research 

that acknowledges the importance of human agency. People 

are not simply “cargo” in AVs, they will have things to do. 

This interest is also shaped in part by collaborations with 

colleagues in the domain of “smart spaces” or ambient 

computing. Given this orientation, our research represents an 

attempt to apply sense-making technologies that integrate 

data from multiple sensory modalities, to enable an AV to 

better understand passenger states, activities, gestures and 

utterances, and respond appropriately. We anticipate a 

variety of reasons why it might make sense to enable a 

vehicle with multimodal sensing technologies. Among them:  

 Successful operation of the vehicle seems to depend 

on a rich communications channel with passengers. 

For instance, passengers may need to indicate 

where, at a given destination, they want a vehicle to 
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pull over to let them out, or may need an easy 

method for changing a destination or requesting an 

unplanned stop during a trip.   

 In the absence of a human driver, vehicles may 

need to track and respond appropriately to a variety 

of passenger states or activities for safety reasons  

 Service providers may want to observe passenger 

responses to a variety of conditions over time to 

improve service.  

II. RESEARCH DESCRIPTION 

In support of this research agenda, we conducted a series 

of trials with end users “in the wild” – on the streets of 

Richmond, British Columbia (a suburb of Vancouver). For 

reasons of safety, technology readiness and regulatory 

compliance, we did not use an actual autonomous vehicle, 

but rather a variation on the Wizard of Oz style approach 

used by others [18]. In our case, we used a passenger van 

that we modified to partially hide the vehicle operator, as 

well as the human acting as in-cabin agent, from the 

passengers in back. The cabin featured an array of sensing 

equipment. Three different video cameras were placed in the 

cabin of the vehicle to enable observation of passengers 

from a variety of angles. Each camera featured an active 

microphone as well. Audio-visual signals were time 

synchronized and aggregated onto a computing device 

hidden in a custom-built console. Passengers were also 

outfitted with electrocardiograms to monitor physiological 

response to vehicle events.  

 

 
 

Figure 1. Passenger’s eye view of the AV cabin. At bottom is the display 
featuring a map and streaming video of external facing camera. In middle of 

photo, on top of the console, is the “face” of the AV agent. The human 

“actors” were seated in front of the barrier during sessions. 
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Our data gathering efforts involved what might be called a 

“scavenger hunt” protocol, as a means of engaging our 

subjects/ passengers. Our goal with the protocol was to 

create a situation where passengers were not preoccupied 

with either the novelty or the safety of the autonomous 

experience, but were nonetheless explicitly engaged in 

affecting the operations of the vehicle. In service of that, 

passengers were asked to perform such tasks as: 

 Find a specific billboard and document the phone 

number on it 

 Find a parking lot at a specific address and guide 

the vehicle to a parking stall near a particular 

landmark (a short tree) 

 Navigate to a neighborhood “big box” retailer, as 

well as a nearby restaurant 

 Get in and out of the vehicle 

 Pick up a passenger at a designated location 

In all, ten passengers traveling alone, as well as ten pairs 

of passengers traveling as dyads, executed these tasks, for a 

total of twenty sessions with thirty subjects. Each session 

lasted about one hour. During that time, passengers were in 

regular contact via their personal mobile phones with a 

remote facilitator who provided instructions for each task in 

successive fashion, after completion of the previous task. At 

two points in each session, the facilitator called the 

passenger to change a destination address. Each trip also 

featured two unexpected stops, initiated by the vehicle. This 

protocol was designed to elicit the kinds of behaviors 

mentioned above – passengers requesting, updating or 

changing destination requests; passengers giving specific 

directions (often with gesture) to the agent about where to 

pull over or park; passengers requesting the vehicle to speed 

up or slow down; and passengers requesting information / 

explanations from the vehicle. An additional goal was to 

elicit a number of observable passenger states and activities 

as training data for multimodal recognition across a variety 

of conditions with respect to ambient light and noise, vehicle 

motion, and other factors. Activities of interest included 

talking on the phone, eating, drinking, looking out the 

window, or interacting with other passengers. States of 

interest included primarily level of arousal and emotional 

valence, with a particular interest in whether the startle 

response might be detected, using both audio-visual data as 

well as ECG monitors worn by passengers during the 

session. While these latter data gathering efforts are central 

to our research, given the preliminary stages of research, this 

brief paper reports on results that were more readily 

attainable, as discussed below. 

III. PRELIMINARY RESULTS 

The remainder of this brief report will discuss four 

preliminary results based on initial observation of sessions, 

post-session interviews and qualitative analysis.   

A. Efficacy of the “scavenger hunt” method and Wizard of 

Oz design 

  Observational evidence clearly demonstrated that the 

“scavenger hunt” approach is an effective method for 

creating situations that engage the attention and interest of 

passengers, and enable them to “naturally” engage in 

activities of interest for our machine learning training data 

efforts. Passengers similarly confirmed that the tasks 

represent a useful approximation – albeit in a very 

concentrated format – of the fluidity of daily vehicle use, 

which may include changes in destination, unplanned or 

improvised stops, negotiation of best route, and other 

common tasks associated with intra-urban transportation and 

travel.  Similarly, observational evidence suggests that the 

WoZ approach is effective in helping passengers suspend 

disbelief and attribute vehicle operations to a non-human 

agent. Indeed, in post-session interviews, most of our 

passengers explicitly attributed vehicle actions to the 

presumed agent. As one passenger told us: “I was impressed 

that AMIE was able to know that my windows were fogged 

up and turn on the heater.” We harbor no illusions, however, 

that passengers were able to completely forget or discount 

the presence of two humans in the front of the vehicle, only 

partially hidden by our partition. As will be discussed below 

(Finding 3), passengers tended to look toward the front of 

the vehicle during verbal interactions with the “automated” 

agent.  

B. Subjects’ responses to vehicle passenger sensing  

Given the centrality of multimodal data gathering to our 

efforts, a key element of our qualitative research was to 

gauge user reactions to such data gathering. As indicated 

above, there are a variety of reasons why AV service 

providers might want to enable sensing and sense-making in 

the cabin, including the use of audio-visual signals. 

However, there are equally valid reasons to limit vehicle 

observation of passengers, particularly out of respect for 

their privacy [11] [13]. We were surprised, in our 

observation of sessions, the extent to which passengers 

accepted without concern the presence of multiple, obvious 

cameras in the vehicle cabin. This might well be attributable 

to the experimental nature of the event. In post-session 

interviews, passengers did express some resistance to the 

idea of constant surveillance – several passengers expressed 

the desire to have sensing limited under certain 

circumstances. For instance, one subject mentioned that he 

would be uncomfortable with audio-visual sensing during 

sensitive business calls. Others were uncomfortable with the 

observation of more intimate personal conversations, 

whether these were on the phone or with other co-present 

passengers. Subjects discussed a number of means by which 

they may want to control in-cabin observation, but the most 

common (and perhaps simplest) was the idea of providing 

passengers with an explicit control whereby they could 

allow or block in-cabin audio-visual sensing. When pressed, 

some subjects recognized that this method might be 

problematic –  for instance, in shared ride situations where 

passenger safety might be a concern. Another possibility 

may be the use of entirely local analytics and sense-making 

on audio-visual data, so that some of the benefits of 

observation (safety, richer interaction channel) might be 

available, while keeping the data unavailable to observers 

outside the vehicle. This is clearly an area that requires 

deeper thought and exploration.  



  

C. Embodiment of the in-cabin agent  

In early design discussions, we explored a variety of 

alternatives for embodying our in-cabin agent, providing a 

“face” of the autonomous vehicle. As mentioned above, we 

separated the embodiment of our agent from other passenger 

displays (map and car’s eye view) by placing it nearer the 

front of the vehicle, reasoning that passengers would 

naturally expect an agent to be near where the traditional 

vehicle controls are located. Observational data suggests that 

passengers did not actually orient their attention to our 

design with any appreciable frequency. We attribute this to 

two contributing factors. First, the face of our autonomous 

vehicle was too small, and not placed in a way that made its 

significance obvious. That is, it was toward the front of the 

vehicle, but still behind our partition, and thus not in the 

front of the vehicle. Second, as indicated above, it was clear 

that despite a general suspension of disbelief, passengers still 

tended to look toward the front of the vehicle (and the 

humans seated there) in some circumstances. For example, 

during each session passengers would receive a phone call 

from our facilitator, informing them of a change of address 

for their next destination. One passenger, while on the phone 

receiving instructions, paused the phone conversation to 

address the in-cabin agent, looking vaguely toward the front 

of the vehicle. Other passengers did so as well. This 

ostensibly negative result is suggestive, however. The 

passenger on the phone actually subtly adjusted her posture 

and gaze, making it obvious to human observers that the 

intended recipient was the (human) agent in the front seat. A 

similar situation may arise when multiple passengers are 

riding together in the vehicle: it may be easier for passengers 

to indicate that the vehicle / agent is the intended recipient of 

an utterance if they have some salient reference point to 

physically orient. This may seem like an investigation that 

would be easier in a simulator, we believe that testing in the 

wild made this issue more obvious. Travel in an actual 

moving vehicle, while attending to a set of tasks and 

instructions, provided passengers with a more realistic 

environment in terms of demands on attention. The busy-

ness of the environment enabled us to see passengers 

“naturally”- even unconsciously – adopting strategies of 

communication that might have been less obvious in other 

settings.  

Our exploration of embodiment raised a second interesting 

question: what exactly the embodiment represents. Will 

passengers identify the embodied agent with the vehicle 

itself, like the character KITT, from the popular 1980s 

television show Knight Rider? Or will they alternatively 

think of it as somehow separable from the vehicle, more like 

a taxi or Uber driver? Impressionistically, the latter seemed 

to be the case in our study, as evidenced by the greater than 

chance frequency with which passengers looked toward the 

front of the vehicle when addressing the agent. This may 

have been an artifact of how our design was implemented, 

with the driver and agent operator not completely invisible. 

It may also represent passenger habit. Regardless, this issue 

is far from trivial: current technology architectures manage 

what is considered to be core AV functionality separately 

from any on-board agent that might interact with passengers.  

It is unclear what effects this separation of functionality may 

have on the behavior of these systems, and on passengers’ 

expectations of their own ability to either understand or 

influence vehicle behavior. These issues could in turn deeply 

affect passengers’ feelings of safety and trust in the vehicle. 

For these and other reasons, therefore, we intend to continue 

with additional research on embodiment.  

D. Travel and the structuring of talk 

A final preliminary finding reinforces insights from other 

research on human-computer interaction and computer-

mediated communications, particularly work that is 

informed by ethnomethodology and sociolinguistics: 

context, including the structure of extra-linguistic activity, is 

vital to structuring turns at talk and comprehension of 

utterances [4][8][9]. For instance, passengers frequently 

used gesture, along with deictic reference, to attempt to 

control the vehicle – for instance, saying “Can you pull over 

by that mailbox?” while pointing out the window of the van. 

We note that in doing so, virtually no passengers pointed to 

the “car’s-eye-view” display inside the cabin. All passengers 

who gestured did so in reference to the actual, physical 

instantiation of the object outside the vehicle. This type of 

gesture suggests the need for a close connection between 

sensing inside the vehicle with sensing of the external 

environment. With sufficiently accurate pose detection and 

speech recognition in the vehicle, along with object 

recognition in the external environment, it may be possible 

to identify the target of such a pointing gesture. This insight 

was clearly only possible in the rich environment of the “real 

world.” 

Finally, utterances were not only structured by the 

external physical environment; travel through space also 

introduced a temporal structuring to talk that current 

approaches to automatic speech recognition (ASR), with a 

reliance on “wake words” seem poorly designed to manage. 

As a simple example: one user task involved finding a 

parking spot near an intentionally ambiguously described 

landmark (“Park near the shortest tree in the parking lot.”) 

Most passengers working on this task resorted to a fairly 

exhaustive search of the parking lot to ensure they found the 

shortest tree – indeed, they were thorough to an extent we 

never intended. During this search, in addition to asking for 

the vehicle’s assistance in identifying the shortest tree, or 

asking the vehicle to advise whether one shrub was a tree or 

“just a bush,” passengers typically uttered a series of 

instructions to the vehicle (“please turn right and go along 

that row”; “can you go to the back of the building?”)  Each 

instruction received a spoken confirmation of receipt by the 

agent, and subsequently resulted in some form of maneuver 

by the driver. Sometimes these maneuvers were what 

passengers desired, sometimes not. When expectations were 

violated, corrective instructions followed. In cases where 

instructions were correctly followed, passengers would then 

wait to see if they’d found their tree. In both cases, silences 

of ten seconds or more often transpired between utterances, 

and yet passengers clearly conceived of the interaction as a 

contiguous and coherent dialogue. Current ASR systems 

would require the use of a wake word after such intervals. 



  

Other strategies – such as active solicitation of input if the 

system expected instructions, would be equally annoying. 

Indeed, the only way to understand these dialogues is to 

understand the structure introduced by the task and its 

temporality. If natural language is to be a part of human-AV 

interactions, it will clearly need to recognize and take 

advantage of such structures as well.  

 

IV. CONCLUSION 

As these preliminary results hopefully show, despite the 

fact that our social robot was entirely simulated, interacting 

with it in the wild was essential in providing us with a number 

of key insights about the embodiment of the in-cabin agent, 

and the structuring of human-machine interactions, as well as 

the potential value of multimodal sensing. Adding a bit of 

artificial structure in the form of tasks for users to complete 

proved equally useful in helping us understand how people 

might need to interact with their AVs to get things done, rather 

than sit passively as AV cargo. As mentioned, these are early 

returns on a much broader research agenda, in particular, the 

gathering and characterization of multimodal data across a 

variety of conditions, to determine the utility of such data for 

training machine learning algorithms. Ultimately, our goal is 

to test whether vehicles that can take advantage of multimodal 

data to recognize passengers, along with some of their states 

and activities, will be able to deliver a better ride experience. 

Restricting ourselves only to explicit passenger-vehicle 

communications, the answer seems to be “yes.” 
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